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Abstract
One of the important problems in data mining iscoigring association rules from databases of

transactions where each transaction consists @t afsitems. Many industries are interested in tpiag the
association rules from their databases due to momntis retrieval and storage of huge amount of ddta.discovery
of interesting association relationship among besdrtransaction records in many business decisadding process
such as catalog decision, cross-marketing, andléaster analysis. The enormity and high dimensignaf
datasets typically available as input to problenasgociation rule discovery, and the time consumingration in
this discovery process is the computation of tlegdency of interesting subset of items (called ichids) in the
database of transactions. Hence, it is has becdtaidosdevelop a method that will make speedupptiteprocessing
computation. In this paper, We have proposed Aedrated approach of Parallel Computing and ARMnfaring
Association Rules in Generalized data set thaumsldmentally different from all the previous algioms in that
multi-core preprocessing is done and by avoidinguméng scan of dataset number of passes requsreeduced.
The response time is calculated on space delingtddiataset.
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Introduction

The rapid development of computer technology,
especially increased capacities and decreased obsts
storage media, has led businesses to store hugenéno
of external and internal information in large datsds at
low cost. Mining useful information and helpful
knowledge from these large databases has thusezlolv
into an important research area [3, 2, 1].

Association rule mining (ARM) [18] has
become one of the core data mining tasks and has
attracted tremendous interest among data mining
researchers. ARM is an undirected or unsupervised d
mining technique which works on variable lengthagat
and produces clear and understandable results.
Association Rule Mining (ARM) algorithms [17] are
defined into two categories; namely, algorithms
respectively with candidate generation and algorgh
without candidate generation. In the first categdingpse
algorithms which are similar to Apriori algorithnorf
candidate generation are considered. Eclat may l@so
considered in the first category [8]. In the second
category, the FP-Growth algorithm is the best—known
algorithm.

The main drawback of earlier algorithms is the
repeated scans over large database. This may aese ¢
of decrement in CPU performance, memory and
increment in I/O overheads. The performance and
efficiency of ARM algorithms mainly depend on three
factors; namely candidate sets generated, datatusteu
used and details of implementations [8]. In thipgrawe

have proposed an Algorithm which uses these three
factors. Suppose if there are 104 frequent 1 itésnse
Apriori algorithm may produce 107 candidate 2 itetas
count them and judge their frequency [11]. Besides,
may produce as many as 2100 (about 1030) candidate
itemsets in order to find the frequent itemset wwhic
includes 100 items.What's more, it may scan thabdete
many times to check a lager candidate through riragch
mode.

Transactional database is considered as a two
dimension array which works on generalized value
dataset. The main difference between proposeditdgor
and other algorithms is that instead of using @atisnal
array in its natural form, our algorithm uses trose of
array i.e. rows and columns of array are interckdrand
transposition is done using parallel matrix trarsgpo
algorithm (Mesh Transpose) [20]. The parallel
architecture that lends itself most naturally totn®a
operations is the mesh. Indeed, an n x n mesh of
processors can be regarded as a matrix and isfahere
perfectly fitted to accommodate an n x n data matme
element per processor. This is precisely the aghrose
shall use to compute the transpose of an n x nimatr
initially stored in an n x n mesh of processors. fivie
that the time taken for matrix transpose decreastisan
increase in the number of processors. We alsoredse
that the speedup is very high for small as welvesy
large size of matrix when we increase the number of
processors. The idea of our algorithm is quite &mp
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Since the diagonal elements are not affected dufieg
transposition, that is, element aii of A equalsvedat aii
of AT, the data in the diagonal processors willysta
stationary.

The advantage of using transposed array is to
calculate support count for particular item. Th&re1o
need to repeatedly scan array. Only by finding ring
sum of the array will give the required support rofor
particular item, which ultimately results in incsea
efficiency of the algorithm.

The remainder of this paper is organized as
follows: Section 2 provides a brief review of thedated
work. In Section 3, we explain Frequent Itemset and
Association Rule Mining through Apriori Algorithnin
Section 4, we introduce our approach of frequarh#et
generation using parallel preprocessing. An ilkitsbn
of the algorithm and experiment analysis is presgi
section 5 and section 6 respectively. Finally, we
concluded our work.

Related Work

One of the most well known and popular data
mining techniques is the Association rules or fesgu
item sets mining algorithm. The algorithm was aradly
proposed by Agrawal et al. [4] [5] for market baske
analysis. Because of its significant applicabilitgany
revised algorithms have been introduced since thed,
Association rule mining is still a widely researdraea.

Agrawal et. al. presented an AIS algorithm in
[4] which generates candidate item sets on-thehiyng
each pass of the database scan. Large item sets fro
previous pass are checked if they are present én th
current transaction. Thus new item sets are forimgd
extending existing item sets. This algorithm tuons to
be ineffective because it generates too many catelid
item sets. It requires more space and at the samehis
algorithm requires too many passes over the whole
database and also it generates rules with one goest
item.

Agrawal et. al. [5] developed various versions
of Apriori algorithm such as Apriori, AprioriTid, ral
AprioriHybrid. Apriori and AprioriTid generate itersets
using the large item sets found in the previousspas
without considering the transactions. AprioriTid
improves Apriori by using the database at the fiisss.
Counting in subsequent passes is done using ergdin
created in the first pass, which is much smallantthe
database. This leads to a dramatic performance
improvement of three times faster than AIS.

Scalability is another important area of data
mining because of its huge size. Hence, algorithrast
be able to “scale up” to handle large amount o& d&tii-
Hong et. al [16] tried to make data distributiondan
candidate distribution scalable by Intelligent Data
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Distribution (IDD) algorithm and Hybrid Distributio
(HD) algorithm respectively. IDD addresses the éssaof
communication overhead and redundant computation by
using aggregate memory to partition candidates and
move data efficiently. HD improves over IDD by
dynamically partitioning the candidate set to maiimt
good load balance. Different works are reportedhia
literature to modify the Apriori logic so as to ingpe the
efficiency of generating rules. These methods even
though focused on reducing time and space, intieal

still needs improvement.

Frequent Item Set And Association Rule

The aim of Association rule mining is exploring
relations and important rules in large datasetslataset
is considered as a sequence of entries consisting o
attribute values also known as items. A set of Sterh
sets is called an item set. Frequent item setsetse of
pages which are visited frequently together in raglsi
server session.

Letl ={I1, 12, ..., Im }be a set of items. Let D,
the task-relevant data, be a set of database ttiorss
where each transaction T is a set of items sudhTthal.
Each transaction is associated with an identiftatled
TID. Let A be a set of items. A transaction T isdst
contain A if and only if AL T. An association rule is an
implication of the form A=B, where AJl, BOI, and
AnB=0. The rule A>B holds in the transaction set D
with support s, where s is the percentage of txitses
in D that contain AIB (i.e., the union of sets A and B, or
say, both A and B). This is taken to be the prdigbpi
P(AOB). The rule A= B has confidence c in the
transaction set D, where c¢ is the percentage of
transactions in D containing A that also containTRis
is taken to be the conditional probability, P(B|Ahat is,

support(A>B) =P(ACB)................. (2.1)
confidence(A>B) = P(BJA)............. (2.2)

A set of items is referred to as an itemset. Amget that
contains k items is a k-itemset. The set {breadtelpis

a 2-itemset. The occurrence frequency of an itersset
the number of transactions that contain the itepisét
also known, as the frequency, or support counthéf
relative support of an itemset | satisfies a precgjed
minimum support threshold then | is a frequent gem
The set of frequent k-itemsets is commonly dendited
Lk. From Equation (2.2), we have

' support(A U B)
confidence(A = B) = P(B,4) = ~ support(4)
_ SUppOTcount(auB)

Suppor tcount(A)
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Lett =11, 12... Im be a set of binary attribut
called items. Let T be a database of transactiBash
transaction t is represented as a binary vectdh K] =
1 if t bought the item Ik, and t[k] = O otherwisEhere is
one tuple in the database forcharansaction. Let X be
set of some items in. We say that a transactior
satisfies X if for all items Ik in X, t[k] =1
By an association rule, we mean an implication haf
form X=lj, where X is a set of some itemst, and |j is
a single item irt that is not present in X. The rule=
lj is satisfied in the set of transactions T withe
confidence factor&c< 1 if atleast c% of transactio
in T that satisfy X also satisfy Ij. We will useet
notation X=lj | ¢ to specify that the rule = Ij has a
confidence factor of c.[3]

A. Apriori Algorithm

The Apriori algorithm is one of the mc
popular algorithms for mining frequent patterns
associatiorrules [4]. It introduces a method to genel
candidate itemsets Ck in the pass k of a transa
database using only frequent itemset-1 in the
previous pass. The idea rests on the fact thatudsegs of
a frequent itemset must be frequent as well.ce, Ck
can be generated by joining two itemsets ir-1 and
pruning those that contaany subset that is not freque

as shown in Figl.
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Our Approach
Association rule and frequent itemset min
has become now a widely reseaacha and hence, fas
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and faster algorithms have been presented
Association Rule Mining algorithms such as Apriéii-
Growth requires repeated scans over the entirdasg:
All the input/output overheads that are being geteel
during repeated snaing the entire database decrease
performance of CPU, memory and 1/O overhe

Much work has been carried out on improv
the efficiency of the apriori algorithm by reducirige
I/0O time and minimizing the set of candidate itetas
However, all thee works suffer from problem of sce
over the databse at least once. The efficiencthege
algorithms can still be improved by reducing thee
required for counting the supports of candidate#ets.
We aim to obtain an efficient algorithm which uces
the time needed to count the supports of cand
itemsets.
The process of finding large itemsets is dividetb
following parts.

e ParallelData Preprocessi
e Generating candidate st

A. Parallel Data Preprocessing

The idea of our algorithm is qu simple. Since
the diagonal elements are not affected during
transposition, that is, element aii of A equalsraat aii
of A", the data in the diagonal processors will ¢
stationary.An n x n mesh of processors can be rega
as a matrix and is thefore perfectly fitted t
accommodate an n x n data matrix, one elemen
processorA(i,j ) is used to store aij initially and aji whe
the algorithm terminatesB(i,j) is used to store da
received from P(i,j + 1) or P(i1,j), that is, from its riht
or top neighborsC(i,j) is used to store data recei\
from P(i,j -1) or P(i + 1,j), that is, from its left or botta
neighbors.
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Matrix to be transposed, stored in mesh of proas:

Example Execution

A:
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B. Candidate set Generation

We propose a nhew algorithnin which
Transactional database is considered as a two diore
array which works on generalized value dataset.
main difference between proposed algorithm andrc
algorithms is that instead of using transactiomedyain
its natural form, our algorithm uses transposerafyai.e.
rows and columns of array are interchanged
transposition is achieved using parallel matrins@ose
algorithm.
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1. Transpose(Data Se

2. Read the database to count the support of (
determine L1 using sum of rows.

3. LLi= Frequent 1itemsets and k:=

4. While (k-1# NULL set) dc

Begin

Cy: = Call Gen_candidate_itemsetsy-1)

Call Prune (©)

for all itemsets i | | do

Calculate tle support values using ~multiplication
of array;

Lk := All candidates in Ck with a minimum supp

k:i=k+1

End

5. End of step-4
End Procedure

An lllustration

Suppose we have a transactional databas
which the user transactiorfsom T1 to T5 and item
from Al to A5 ae stored in the form ogeneralized
values, which is shown in TablgFig 4)

Consider the transpose of transactional data
as shown in Table-1lis stored in Tab-2 by applying
Parallel Transpositiothat can beused in our proposed
algorithm. Assume the usspecified minimum suppo
is 40%, and then the steps for generating all fag
item sets in proposed algorithm will be repeatetil |
NULL set is reached. Irour algorithn, transactional
dataset will be uskin the transposed form. Therefa
candidate set and frequent itemset generation gs
will be changed as compared to Apriori algoritt

Then the candidate iBemset will be generate
by performing dotmultiplication of rows of array, &
array consist of generalizeglues, the resultant cell w
be produce in the form of 1. If the correspondietiscof
the respective rows have 1, othese 0 will be in the
resultant cell. In this approach, we will receivenew
array consisting of candidateit2msets to get the high
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order of itemsets. The above process between rdws o
array can be performed to find out the results.

Transaction Darz bess
AL|AZ|A3AL]AS
11 W D) 0:] 8
5] X plid I
T3 03 Table-1
T4 30460 | 4
I 3 [20

a1 [ie]olofe]o 1
A2 0020 0] 30| 0 2
8 |olo]ela]o JE Table-2
a4 [als0]s[a]o 2
AS 10| 650(0 )20 3
togicai DorProsuc | W lgsical Rewwize S|
A |ofofofo|o 0
arsas [ofofofo]o ;
Arsag [ofofofoo 0
Aras [ [ofofo|o
arafafofofi]e 1
avadfofi]ofefo Table-3
w5 |ofofofofo 0
avag [ofofofoo 0
avaz[ofofefoo 0
Agas oo tfo]o 1
i |

An Illustration of our approach

Experimental Evaluations

The performance comparison of our mining
algorithm with classical frequent pattern-mining
algorithm Apriori is shown in Fig 7 . All the experents
are performed on 1.50Ghz Pentium-iv desktop machine
with 256 MB main memory, running on Windows-XP
operating system. The program for Apriori and our
proposed algorithm were developed in Java JDK1.5
environment.
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Figure 7 compares the time taken by the apriori
algorithm and our algorithm for different suppoaiues.
For lower support values algorithm takes more time
because it generates too many candidate itemse¢seT
candidate itemsets are then tested for minimum aapp
It is obvious form the figure that as the suppaatue
increases time taken by the algorithm decreasesutn
algorithm, only by finding the row sum of the arnaill
give the required support count for particular itevhich
ultimately results in increased efficiency of the
algorithm.
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Figure 7: Performance analysis of algorithms.

Conclusions

ARM algorithms are important to discover
frequent itemsets and patterns from large databdses
this project, we have designed An Algorithm for
generation of frequent itemsets similar to Apriori
algorithm. The proposed algorithm can improve the
efficiency of Apriori algorithm and it is observed be
very fast. Our algorithm is not only efficient batso
very fast for finding association rules in largdatmses.
The proposed algorithm drastically reduces the 1/0
overhead associated with Apriori algorithm andiestl
of support of an itemset is quicker as compared to
Apriori algorithm. This algorithm may be useful for
many real-life database mining scenarios wheredtia
is stored in generalized form. Our algorithm usasajtel
transposition of generalized 2D data set, so the da
preprocessing goes faster. This algorithm cannatseel
with multimedia dataset.
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